Evaluating ChatGPT-generated Textbook Questions using IRT
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Abstract

We aim to test the ability of ChatGPT to generate mathematics assessment questions, given solely a summarization of textbook content. We take a psychometric measurement methodological approach to comparing the qualities of questions, or items, generated by ChatGPT versus gold standard questions from a published textbook. We use Item Response Theory (IRT) to analyze data from 207 test respondents answer questions from OpenStax College Algebra. Using a common item linking design, we find that ChatGPT items fared as well or better than textbook items, showing a better ability to distinguish within the moderate ability group and had higher discriminating power as compared to OpenStax items (1.92 discrimination for ChatGPT vs 1.54 discrimination for OpenStax).

1 Introduction

Much research has been conducted on different processes of question generation, question difficulty control, and psychometric validation. However, the current body of measurement literature lacks insight into an evaluation of leveraging generative AI for textbook question generation. If high quality question generation is possible with AI, we will be able to develop intelligent tutoring systems capable of both unlimited question generation while effectively controlling question difficulty. The potential problems this system would solve are multifaceted. Firstly, lack of control over question difficulty poses issues such as generating questions of inappropriate difficulty that hinders student learning and requiring tedious manual question search from exam designers. With an intelligent tutoring system that is able to efficiently control difficulty, these issues would be mitigated. Secondly, a system capable of unlimited question generation reduces the learning barrier caused by lack of practice and optimizes the labor-intensive process of generating exam questions.

Item development is a critical component of contemporary assessment systems, playing a pivotal role in evaluating knowledge and skills [11]. With the help of high quality items, we are able to draw inferences about students’ current knowledge state through different models [39], thus facilitating better instructions. In a formative testing environment, effective assessment can afford practitioners the opportunity to diagnose subjects in a way that leads to tailored remediation. However, this process is associated with substantial costs both in terms of finances and time, often demanding extensive
efforts from professionals within the relevant testing domain. Consequently, transformative solutions are sought to cut down costs and enhance the production of effective assessments.

Large Language Models (LLMs), such as ChatGPT[^1] are bringing rise to speculation on whether they can competently produce math questions [24, 14]. While some research has been done on other large language models, such as BART and T5, producing math questions [23, 32, 22], rigorous IRT analyses have not been conducted and little is currently known about the validity of ChatGPT generated questions and how they compare to human-generated textbook questions. Therefore, in this work, we aim to compare ChatGPT and human-generated items to answer the following research questions:

- **RQ1:** What is the range of IRT item difficulties for ChatGPT generated questions? How do they compare to human-authored questions?
- **RQ2:** What is the range of IRT item discrimination values for ChatGPT generated questions? How do they compare to human-authored questions in distinguishing between high and low ability groups?

We make all of the item content used in the study available under a creative commons license[^2] and provide the source code and a standing demo of the system used to collect respondent data[^3], allowing for full replication of our study environment.

2 Related work

Generative AI using ChatGPT is seeing nascent application in education. It has been used to generate help messages and other types of feedback in Algebra [27] and in a decimal learning game setting [22]. ChatGPT has also been used for evaluative purposes, evaluating the goodness of crowd-sourced multiple choice questions using a rubric fed as part of the prompt [21]. In these examples, the efficacy of the technology was promising but not without reported shortcomings. In the remainder of the related work section, we focus on work related to question generation, textbook evaluation, and LLMs in general.

2.1 LLMs and Question Generation

Large Language Models (LLMs) are being pre-trained and fine-tuned with ever-larger text corpora, giving rise to highly advanced and domain-general models. These models typically leverage foundation model[^2] architectures associated with the Transformer[^3] and its novel attention mechanism. GPT [29] and BERT [8, 31] both leverage the Transformer as their base architecture. However, the main difference comes with BERT utilizing encoding components (i.e., embedding oriented) of the architecture and GPT utilizing decoding components (i.e., generating oriented). ChatGPT is an interface to a machine learning model that is based on the Generative Pre-trained Transformer (GPT) architecture and fine-tuned using Reinforcement Learning with Human Feedback [10]. The GPT model has years of development through autoregressive language modeling and has undergone several stages of evolution. The model has most recently utilized human raters to better fine-tune the model to common human prompts and desirable responses [29, 30, 8, 25]. With ChatGPT being based on such an advanced model, curiosity has arose regarding the extent of its capabilities.

The majority of past research in this field has focused on leveraging the capabilities of LLMs to create math questions either based on specifying a template-based approach [32], open-ended generation (socratic style math questions or math word problems) [12, 22, 13, 24], or multiple choice question generation [4]. The likely reason that these approaches were taken, rather than simply having the LLMs emulate the creation of textbook questions are as follows. Prior language model approaches to the prompt/response scenario treated the response as a text completion of the prompt. But users tend to interact differently with these language models. In essence, they prefer to pose a question or an instruction rather than a simple text completion. This misalignment acted as the motivation for the creation of InstructGPT (or GPT 3.5) [25], the basis for ChatGPT. With the advent of ChatGPT providing this alignment, we aim to test the capabilities of ChatGPT for textbook question generation,

[^1]: https://chat.openai.com/chat
[^2]: https://github.com/CAHLR/OATutor-Question-Generation-Final
[^3]: https://cahlr.github.io/OATutor-Question-Generation-Final
given solely the textbook content. In our study, we utilize GPT-4, the March 14, 2023 version of the model to produce questions.

2.2 Textbook evaluation

Textbook items are different from traditional summative assessment in that summative test result will not be used for other purposes such as selection criteria—a feature referred to as formative assessment. Therefore, extra requirements have been posed for textbook items in particular. Some research argues that whether the item can facilitate active learning and engagement is a vital factor [26], while other argue from a content perspective, stating that it is important for items to encompass higher level skill or show multidimensionality [5, 19]. The content perspective is also stressed in the formative assessment literature [33], they state that an important feature for current formative assessment is better coverage of the construct being measured, being termed as ‘Representativeness’. In summary, an optimal set of textbook items should have below features: a) They should have good content coverage of the construct they are measuring, optimally consist of some higher level construct which may be a progression of the current one [38]. b) They should facilitate student thinking and subsequent studying, which means it should be interesting and probably innovative and should be of moderate difficulty so as not to frighten students. Because the questions found in tutoring systems are also formative assessments, questions generated to satisfy the above textbook question criteria may also be beneficial in tutoring contexts.

3 Methods

3.1 Subject selection and Item Generation

College Algebra was selected as the subject area as it is often important bridging material at many colleges. It is also a subject for which pre-authored questions were available under a CC B-Y license from a notable open textbook publisher, OpenStax [1]. To decide which lesson would be utilized in the study, we looked for the first lesson in which none of the problems depended on any images or figures, since a limitation of ChatGPT and most other LLMs, as of this writing, is that they are not yet multi-modal in their inputs and outputs. The first lesson that satisfied this criteria was Lesson 2.2: Linear Equations in One Variable. We selected 15 OpenStax questions from that lesson to utilize in our study. This number was chosen to "right size" the test given to respondents. We utilized a random number generator to randomly select 15 questions to be included out of the pool of available items in that lesson. At the end of each chapter, there was a “Chapter Review” with “Key Concepts,” summarizing each lesson with bullet points (Figure 1). We leveraged this when prompting GPT-4. In order to prompt ChatGPT to generate questions, the following prompt was given to ChatGPT:

<Period delimited list from Key Concepts>
Please generate 20 exercise questions based on this textbook chapter.

Each question was quality checked against the following 3-point criteria:

- Use of inappropriate language
- The question is solvable
- The question leads to a single solution (i.e. does not have multiple answers)

Each question generated by ChatGPT was attempted to be manually solved by the first author of the paper to ensure that the question was solvable. If a question failed one or more of the quality checks, it was eliminated from our question pool. Among the questions that passed all the checks, we utilized a random number generator to choose 15 questions to be included in our study. We did not apply a similar quality check to the OpenStax questions, as it is assumed that a separate quality control processed was used, internal to the publisher before the items were made public in their textbook.

As an example, the first question generated by ChatGPT was "Solve for \( x \): 5x + 10 = 0," which corresponds to the first bullet point in the OpenStax Chapter 2.2 Key Concepts (Figure 1).

[https://openstax.org/details/books/college-algebra-2e](https://openstax.org/details/books/college-algebra-2e)
3.2 Linking design

The goal of our research is to compare the quality between human generated items and ChatGPT
generated items. However, we wanted to ensure that no respondent’s test exceeding 15 items. To
accomplish this we utilized a measurement technique called a psychometric linking/equating strategy
to map different calibration results onto a common scale and thus ensure parameters are comparable
to each other \[15, 41\] across multiple respondent test phases. Possible methods for linking require
anchors which consist of a person who answers items from both tests or an item taken by members
of two groups \[34\]. As the test length cannot be doubled in the current experimental environment,
common item design is the most efficient and accurate way for the current study. This approach
has also been shown to be effective spanning across the field of Education \[6\], Medical health \[17\],
Psychology \[12\]. In 2013, Meyer and Zhu introduced the linking methods for assessment on online
higher education platform-MOOC platform \[18\].

Even though the method does not require equivalent samples, the sampling and resampling process
from a crowd-sourcing platform (we will shortly introduce in the next section) can be safely assumed
equivalent, in part due to the recruitment criteria applied. This assumption ensures the estimation
process is unbiased (we will elaborate more later). Specifically, we connected two types of items
(human-designed textbook items, ChatGPT-generated items) using link forms. Two link forms were
established to keep the test length similar across all test forms, which ensures respondents don’t
experience test fatigue. Another merit of using two parallel forms rather than one is that can allow us
to double check the quality of the link and measurement invariance. In total, there are four forms
(OpenStax form, ChatGPT form, and two link forms). Each respondent will be distributed one form
randomly from the available four. The assignment of items to the two link form is conducted based
on item property information gained from initial calibrations, namely, we rank all items by difficulty
within the original form and form an ‘easy’ test and a ‘hard’ test. Through the assignment, the link
form has consistency in the overall difficulty. The test design of our study is shown in Figure 2.

3.3 Data collection

We recruited respondents via Prolific, a popular crowd-sourcing platform, and utilized an open-source
tutoring platform, OATutor \[28\], to deliver questions and collect responses as this platform had
already transcribed OpenStax College Algebra question content for data collection. OATutor was run
with all correctness feedback and other tutoring facilities turned off (i.e., “test mode”) for this study
and the order of the question was randomized per user. To ensure the quality of answers, screening
tests and quality checks are performed. All respondents who spent less than five minutes on the test and those who completed less than 70% of the questions are excluded from further analysis. Each test form comprised around 15 items focused on a specific topic in college algebra, therefore the overall test time was estimated to be under 30 minutes. We restricted all respondents to be current college students in the United States to ensure they were familiar with prerequisites of the test domain. There were four forms randomly assigned to respondents, each respondent could not take more than one form. These forms are distributed to a minimum of 50 participants each. As a result, every individual item will accumulate at least 100 valid responses, fulfilling the basic requirement for the Rasch analysis [36].

3.4 Item calibration

In the current calibration, we applied the Item Response Model (IRT) to create an analysis of item difficulty and item discrimination. The validity of new items was also examined through this process [20]. We calibrated all forms together, which is referred to as the concurrent calibration method [40], because it is more efficient in that it provides smaller standard errors and involves fewer assumptions than separate calibration procedures. As different groups in the study were assumed equivalent, the estimation with incomplete/nonrandomly missing data should not be subject to bias [7].

3.5 Evaluation Criteria

Items were generated for a formative purpose, i.e., they will be mainly used in textbooks as homework questions or reflection questions. The formative nature allows making inferences about student ability based on ongoing assessments [9], the ideal item should still be of moderate difficulty and should be able to distinguish between low proficiency and high so that a student can then self-evaluate and receive diagnostic information from those items.

To compare the quality between two sets of items, we divided the process into different stages:

1. A descriptive analysis was carried out to show differences in item parameters. Specifically, WrightMaps, a figure that can holistically represent item location(difficulty) and person location(ability) [37], allow us to compare the relative difficulty of item sets across two generation method. The discrimination parameters were also compared against each other.

2. An unpaired t-test method was applied here to check whether the item difficulty and item discrimination differ significantly for two generation methods.
4 Results

Out of the original 20 ChatGPT questions, two failed quality checks because they were deemed unsolvable and a random set of 15 from the remaining 18 were selected for the study. Our study with recruited respondents consisted of four-phases. Phase 1 consisted of 15 OpenStax items, Phase 2 had 15 ChatGPT items, Phase 3 consisted of the 8 easiest OpenStax items with the 8 easiest ChatGPT items, and Phase 4 contained the 7 hardest OpenStax items with the 7 hardest ChatGPT items. After the four-phase study was run, a total of 248 respondents were recruited via Prolific (55 for Phase 1, 60 for Phase 2, 62 for Phase 3 and 71 for Phase 4). After the exclusion criteria was applied, of a minimum of 5 minutes spent and 70% of questions attempted, the sample size was reduced to 207 respondents (47 for Phase 1, 52 for Phase 2, 56 for Phase 3 and 52 for Phase 4), which surpassed our initial target of 200 respondents. Attrition rates between the OpenStax items and ChatGPT items were similar (15% for OpenStax and 13% for ChatGPT). The accuracy for each of the phases was 54% (Phase 1), 52% (Phase 2), 62% (Phase 3), and 46% (Phase 4). The relatively high accuracy for the first three phases was expected because they contained either a mix of the "easy" and "hard" items (Phases 1 and 2) or purely contained the "easy" items (Phase 3), while Phase 4 consisted of all the "hard" questions. Out of all of the items, one item from the pool of ChatGPT items had to be removed from further analysis since no respondent was able to provide a correct response. Having a zero percent correct item makes IRT analysis infeasible, forcing the exclusion of this item.

The item difficulty parameter and respondent ability estimate were generated through the Rasch analysis, both mapping onto the logit scale. The upper portions of the WrightMaps (Figure 3) show the respondents’ ability distributions. The bottom portion plots the item difficulty estimates, which is referred to as the location where the respondents have a 50% chance to get a particular item correct. The item information is maximized when the item location is the same as the respondent’s location \([37]\). Therefore, the test is more effective when the item parameters have better coverage of the respondents’ ability distributions. In Figure 3(left), we can see that the OpenStax items have three items within the range of \([-4,-2]\), which suggests they can better assess the low ability group. ChatGPT is more equally spaced between \([-2,2]\), which means it can do a generally good job in evaluating the moderate ability group. Indeed, compared to OpenStax items, the ChatGPT items did better for the moderate to low proficiency group that lies within \([-2,-1]\), as shown in Figure 3(right). ChatGPT generated items are slightly more difficult than the OpenStax versions on a logit scale\((t = -0.48, p = 0.64)\), but the difference of 0.05 logit is considered almost negligible.

A two parameter logistic model was applied to produce the item discrimination parameters. Higher discrimination parameters better differentiate the ability levels of respondents based on the correctness of their answer \([16]\). A well constructed set of items should have an item discrimination distribution center around 1 but skewed to the right, which suggest moderately high (> 1) discrimination. The average discrimination of ChatGPT questions (1.92) is higher as compared to OpenStax items (1.54), which shows ChatGPT questions indeed do better in discriminating respondents. However, the difference of discrimination between the two groups of items was not statistically significantly separable\((t = -1.14, p = 0.26)\), in part due to the relatively small sample size \((N = 15)\).
5 Discussion and Conclusion

The results of our study showed that ChatGPT generated questions have a comparable power to evaluate students’ ability when compared with gold standard, human authored textbook questions in College Algebra. Out of the remaining questions, we selected 15 for our study. Based on our preliminary analysis, ChatGPT, while given the appropriate prompt, may be better at generating items with locations equally spaced within the ability distribution of respondents and even generating items with higher discrimination power.

Worth discussing is that out of the 15 selected ChatGPT questions, one had to be eliminated from analysis due to a 0% accuracy rate, as it is customary in IRT type analysis [37]. The particular item requires solving quadratic equations, which is not in the scope of the lesson and requires a higher level of ability. The phenomenon has pointed out that not all ChatGPT items have appropriate qualities, stressing the importance of manual checks from subject matter experts after items are automatically generated.

The study still had several limitations. Our current item generation was based on only a single lesson in the Openstax College algebra textbook. Due to this, we do not know if the results hold for other domains or levels of mathematics. Another unstudied area is how the number of items will influence the result, especially the distribution of ChatGPT generated item difficulties. It is not certain whether the distribution will be more spread out or centered when more items are produced. The current analysis was also restricted in the scope of evaluating items based on their classical psychometric properties. Future work may also focus on other formative assessment concerns, such as the degree to which the generated items cover the source material with respect to concepts and skills.
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