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Abstract

Choosing an undergraduate major is an important decision that impacts academic and career outcomes. We investigate using ChatGPT-4, a state-of-the-art large language model (LLM), to augment human advising for major selection. Through a 3-phase survey, we compare ChatGPT suggestions and responses for undeclared Freshmen and Sophomore students (n=18) to expert responses from university advisors (n=18). Undeclared students were first surveyed on their interests and career goals. These responses were then given to both campus advisors and to ChatGPT to produce a major recommendation for each student. In the case of ChatGPT, information about the majors offered on campus was added to the prompt. Advisors, overall, rated the recommendations of ChatGPT to be highly helpful and agreed with their recommendations 39% of the time. Additionally, we find substantially more agreement with AI major recommendations when advisors see the AI recommendations before making their own. However, this result was not statistically significant, possibly owing to insufficient data collected thus far. The results provide a first signal as to the viability of LLMs for personalized major recommendation and shed light on the promise and limitations of AI for advising support.

1 Introduction

The choice of an undergraduate major is one of the most consequential decisions a student will make in their academic career, affecting earnings [Thomas and Zhang, 2005, Bleemer and Mehta, 2022], job satisfaction [Wolniak and Pascarella, 2005], and degree persistence [Suhre et al., 2007]. While some students select their major independently, many seek advice from campus advisors for their decision. Academic advising resources vary across institutions with larger institutions often having substantially greater advisor load [Carlstrom and Miller, 2013].

Recent progress in Large Language Models (LLMs) has drastically increased their ability to comprehend, reason with, and generate human language [Ouyang et al., 2022]. However, their viability for impactful tasks like assisting with major selection has been yet unexplored. Our work aims to fill this gap by evaluating if LLMs can provide helpful recommendations tailored to individual students’ backgrounds and interests regarding their choice of major. This differs from prior NLP work for student recommendations that focused on automated course planning and scheduling. To our knowledge, no prior work has systematically assessed the strengths and limitations of LLMs for providing personalized guidance on the pivotal decision of which major to pursue.

The premise of this research was to potentially aid advisors in personalizing advice, rather than have ChatGPT directly recommend to students. We investigate the viability of state-of-the-art generative...
LLMs, ChatGPT-4 and ChatGPT-3.5, to provide major selection assistance at UC Berkeley, a large public university serving 30,000 undergraduates, by comparing LLM responses to a gold-standard response from professional advisors through the following research questions: RQ1 - How closely do the AI’s major recommendations, explanations, and question responses match a gold standard advisor response? RQ2 - Does incorporating the student’s demographic information affect the AI’s performance? RQ3 - Does showing the AI’s response influence an advisor’s major recommendation?

The contributions of this work include (1) furthering research on supporting major selection, an important yet understudied area; (2) comparing the relative effectiveness of different LLMs and prompting strategies on the major recommendation task; and (3) determining if LLM-generated recommendations affect subsequent human recommendations.

2 Related Work

Recent work has explored the potential of natural language processing (NLP) techniques to provide personalized recommendations and guidance to students navigating their academic trajectories. Shao et al. [2021] introduced PLAN-BERT, a modification of the BERT architecture, to generate personalized multi-semester course plans by incorporating students’ past course histories and future courses of interest. Lang et al. [2022] extended this approach by applying NLP and vector embeddings specifically to forecast students’ terminal majors based on sequences of courses taken from the beginning of their academic careers. Their work demonstrates how even a single initial course selection contains signals predictive of eventual major selection. Méndez et al. [2023] investigated how showing predicted grades influences the course recommendation strategies of academic advisors. In a study using simulated student profiles, they found that advisors rely primarily on their own experience rather than the tool’s predictions, but spend more time with the tool for lower-performing students. Building on these advances in NLP for academic planning and forecasting, we investigate the potential of ChatGPT to integrate a student’s background and interests to offer personalized major recommendations and answer questions.

Language Models in Education:

Language models, both auto-regressive models like GPT and sequence-to-sequence models like BERT, have been increasingly applied in education settings to personalize assistance to students [Kucirkova et al., 2021, Chang et al., 2022, Pardos and Bhandari, 2023], automate administrative tasks [Bauer et al., 2023, Botelho et al., 2023, Shaik et al., 2023], or even train teachers [Markel et al., 2023]. Many such applications provide positive results but only partially align with the desired outcomes that result when humans perform the task. For instance, Botelho et al. [2023] find that encoding student responses for comparison does not capture the breadth of differences that teachers identify when providing feedback to students and Markel et al. [2023] showed that teachers found a benefit from using a simulated student chat system for training but there were limitations in the realism of the scenario. Additionally, notable concerns regarding equity, privacy, and safety arise when using NLP techniques in educational settings [Yan et al., 2023, Sanusi et al., 2023].

Human-AI Interaction:

Effective orchestration of human-AI collaboration remains an open area of research [Capel and Brereton, 2023]. Several prior works have examined human-AI interaction, highlighting factors that can impact the effectiveness of the collaboration and user adoption of AI assistance including transparency, attachment [Gillath et al., 2021], confidence [Chong et al., 2022], and group dynamics [Chiang et al., 2023].

Together, these works showcase different applications of machine learning in education, from automated assessment to course recommendation and teacher training while highlighting the need to carefully design the human-AI interaction.

3 Methods

3.1 Survey Procedure

We implemented a three-phased survey process of participants at UC Berkeley. In Phase 1, we surveyed a group of undeclared first and second-year undergraduate students at the university, with
a target \( n \) of 35, using a questionnaire designed to assess factors found to predict success in major programs (e.g. demographics and parental STEM occupations) and elicit student details helpful to academic advisors (e.g. coursework preferences, personal interests and strengths, career aspirations). The student survey demographic questions (Figure 2) were selected based on insights from prior work on major selection [Wang, 2013, Moakler and Kim, 2014, Wessel et al., 2008] while the background questions were synthesized from questions written by advisors.

In Phase 2, student survey responses were used to generate personalized AI recommendations for majors and answers to student questions using ChatGPT-4 (June 13th, 2023 version “0613”), prompted (Figure 1) with major names and related department codes (e.g. AGRS, ANTHRO, BUDDSTD). We also generated recommendations and answers using ChatGPT-3.5 for offline analysis. With the larger 16K token context window with ChatGPT-3.5, it was prompted with major names, descriptions, and related department codes.

In Phase 3, students’ responses and AI recommendations were provided to university advisors (n=18) in a 2x1 between-subjects design. Each survey form included a single student’s data. Condition A saw the AI responses after providing their own recommendation, while condition B saw the AI response beforehand (Figure 3). This experimental design provides an objective measurement of ChatGPT’s effect [Brooks and Hestnes, 2010], which allows us to compare how the AI recommendations influenced advisors, providing insight into human-AI interaction in this context. In the survey, advisors were asked to provide a major recommendation and reasoning as well as answer the student’s questions. The related survey questions contained the same language used to prompt the LLM. Additionally, advisors rated the AI major recommendation, reasoning, and answers. Advisors could also provide overall feedback on the AI responses.

System role statement:

You are an excellent major advisor at UC Berkeley. The following are the majors, along with their descriptions, that you can recommend to students:

```xml
<MajorDetails>
# Major 1
...
</MajorDetails>
```

Prompt for major recommendation and reasoning:

```xml
<At least one/Neither> of the student's parents worked in STEM jobs. The student's favorite courses include: ... The student's least favorite courses include: ... The student's personal and academic interests include: ... Potential career paths the student is considering include: ...

Based on the student details above, recommend one major. Provide detailed reasoning for why the major is the best fit for the student.
```

Prompt for student questions:

Please answer the following questions from the same student: ...

Figure 1: Finalized prompt formulations. "..." indicates where text would be inserted (either answers from the student form or major information).

### 3.2 Evaluation

**RQ1: How closely do the AI’s major recommendations, explanations, and question responses match a gold standard advisor response?**

During Phase 3, we gathered expert evaluations from advisors (Eval 1) on the helpfulness of the ChatGPT-4 recommendation and question responses. Additionally, we perform offline evaluations of the success of model outputs relative to the advisors based on (Eval 2) the rate of agreement between AI and advisor recommendation, (Eval 3) the similarity of the answers to student questions, and (Eval 4) the similarity of the recommendation reasoning in cases where AI and advisor recommendations match. The offline analyses are performed on demographic-blind and demographic-aware ChatGPT-4 and ChatGPT-3.5 as well as a demographic-blind ChatGPT-3.5 restricted to the same 8k context as ChatGPT-4. All four Evals are used to answer RQ1. With Evals 2, 3, and 4 we report overall results.
and those restricted to subjects in condition A to control for the influence of the AI’s responses on the advisor’s major recommendation and reasoning.

We compare the similarity of the model outputs to the advisor gold standard using semantic textual similarity measured by cosine similarity between embeddings. The embeddings were generated using all-mpnet-base-v2, a fine-tuned model based on Microsoft’s MPNet model [Song et al., 2020]. We use a one-sided T-test to calculate the statistical significance of the embedding differences for each case we are testing.

RQ2: Does incorporating the student’s demographic information improve the AI’s performance?

In Phase 2, we do not prompt the LLM with the student’s race and ethnicity (demographic-blind) by default. The relationship between demographic factors and major selection is substantiated in higher education research [Wang, 2013, Moakler and Kim, 2014, Wessel et al., 2008]. In machine learning, however, demographic factors need to be carefully handled to avoid unintentionally amplifying existing biases [Mehrabi et al., 2022, Bolukbasi et al., 2016]. Investigating the inherent bias in LLMs is a significant and ongoing research area [Feng et al., 2023, Weidinger et al., 2021, Ouyang et al., 2022]. We test if incorporating the student’s race and gender into the LLM prompt improves the AI’s agreement with human advisors in terms of major recommendation and question answering as measured by Evals 2 and 3.

RQ3: Does showing the AI’s response influence an advisor’s major recommendation?

We test the statistical difference in agreement between advisors and the LLMs between conditions A and B (Figure 3). In condition A, the AI response is shown after the advisor provides a recommendation. In condition B, the AI response is shown before the advisor provides a recommendation. The difference in agreement is measured by Eval 2.

4 Results

Out of the target n of 35, we have received 18 responses (Section 7.1 includes demographic details) which capture a preliminary snapshot of our findings. In the survey, advisors were shown responses generated with the ChatGPT-4 demographic-blind model. Offline analysis of that model along with several others demonstrates varying performance on the recommendation, reasoning, and question-answering tasks (Table 1).

RQ1: How closely do the AI’s major recommendations, explanations, and question responses match a gold standard advisor response?

Overall, advisors viewed the AI’s major recommendations, explanations, and question responses favorably. The mean rating for the major recommendation and reasoning was 3.9 out of 5 while the mean rating for the question answering and reasoning was 4.1 out of 5 in terms of helpfulness to students. ChatGPT-4 (demographic-blind) major recommendations to students had an agreement of 39% with the recommendations given by advisors, averaged across both conditions. In many of the disagreement cases, the recommendations from the AI and the advisors were similar, either as majors in the same subject area or the same academic division. Recommendations given by the AI and advisors for the same students are shown in Table 2.

Comparing the similarity of major recommendation reasoning when the AI and advisor agree, ChatGPT-4 demographic-aware had the lowest cosine similarity (0.67) while ChatGPT-3.5 demographic-blind with 8k context had the highest (0.77). Comparing the similarity of answers to student questions, ChatGPT-3.5 demographic-aware had the lowest cosine similarity (0.51) while ChatGPT-3.5 demographic-blind with 8k context had the highest (0.54). Despite having the highest cosine similarity, ChatGPT-3.5 demographic-blind with 8k context was the worst-performing model in terms of recommendation agreement (with an agreement rate of 0.17). The incorporation of major descriptions improved the model’s agreement rate by roughly 11%.
Table 1: Model performance. Agreement is the percentage of students for which the model’s recommendation matched the advisor’s recommendation. Major Rec. Reasoning Similarity and Question Response Similarity are the average cosine similarity between the embeddings of the model's and the advisor's responses.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>GPT-4 demographic-blind</td>
<td>0.22</td>
<td>0.56</td>
<td>0.39</td>
<td>0.68</td>
<td>0.53</td>
</tr>
<tr>
<td>GPT-4 demographic-aware</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.67</td>
<td>0.53</td>
</tr>
<tr>
<td>GPT-3.5 demographic-blind matching 8k context</td>
<td>0.11</td>
<td>0.22</td>
<td>0.17</td>
<td>0.77</td>
<td>0.54</td>
</tr>
<tr>
<td>GPT-3.5 demographic-blind</td>
<td>0.22</td>
<td>0.33</td>
<td>0.28</td>
<td>0.69</td>
<td>0.52</td>
</tr>
<tr>
<td>GPT-3.5 demographic-aware</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.67</td>
<td>0.51</td>
</tr>
</tbody>
</table>

RQ2: Does incorporating the student’s demographic information affect the AI’s performance?

We observed marginal differences in agreement with the ChatGPT-4 models when student demographics were included versus omitted, registering agreement rates of 0.33 and 0.39, respectively. On the question-answering task, the incorporation of background information did not significantly affect the model’s semantic similarity with the advisor response (T-stat of -0.016). However, the composition of individual recommendations changed considerably. The ChatGPT-4 demographic-aware model correctly classified four additional students and misclassified five additional students compared to the demographic-blind version. These findings suggest that the integration of demographic information does exert an influence on the model, though the net change in agreement is low.

RQ3: Does showing the AI’s response influence an advisor’s subsequent major recommendation?

To assess if advisors were influenced by seeing the AI’s recommendations, we compared the rate of agreement with the AI’s major among advisors in Condition B, who were shown the AI recommendation before being asked to give their own, and in Condition A, where they were asked first. We employed a one-tailed T-test comparing agreement between conditions. We find that there was substantially more agreement in the AI-1st condition (0.56) than in the AI-2nd condition (0.22), however, this difference was just shy of statistical significance (p = 0.08).

5 Discussion

Due to the largely positive ratings from advisors and the difference in the rate of agreement with the AI in conditions A and B, LLM recommendations appear to have made a positive impression and possibly had an influence on advisor recommendations which would bode well for human-AI interaction in this area. This potential is further corroborated by the positive orientation presented in the open-ended feedback from advisors. The source of this positive orientation may be the heavy workload for college advisors, similar to the administrators in Xu et al. [2023] who were more open to algorithmic collaboration due to their heavy workload.

Given the positive impact on agreement that occurred when incorporating the major descriptions into ChatGPT-3.5’s prompt, there may be potential for improving AI performance on the advising task with larger context windows. When student demographics were incorporated into ChatGPT-4’s prompt, however, half of the major recommendations changed resulting in a slightly lower overall agreement rate. Thus, the employment of LLMs in educational contexts necessitates deliberation over the types of information supplied to the models.

In open-ended feedback left by advisors in the survey, a few articulated that the AI’s answers to student questions, especially for broad questions, the AI’s responses were more thorough than their own. Other advisors noted, however, that AI answers were somewhat surface-level or lacked nuance such as failing to consider the broader implications of selecting particular majors on job prospects.
Several advisors discussed how their colleagues specialize in specific schools or degree programs. One advisor observed, "Bioengineering is a good recommendation here—that one totally slipped my mind! I work with [another school’s] students, so that one did not occur to me." This comment illuminates the limitations imposed by an advisor's specialized focus, thereby highlighting the potential value of a well-calibrated AI system in providing a broader range of advising perspectives, at least in an initial interaction with the student.

Another recurrent theme that emerged in the feedback around effective advising practices, emphasized the necessity of bi-directional dialogue between students and advisors for facilitating informed decision-making. Specifically, one participant underscored the primacy of outlining both advantages and disadvantages: "advising best practice is generally to stick to pros and cons, opportunities and costs [for each potential major]." Additionally, the significance of probing questions was underscored by multiple advisors. Such questioning can serve to elicit deeper insight into the student’s particular decision, as evidenced by the remark, "If it can offer questions to dive [into] the student’s interest, that may help solve the student’s dilemma on making a decision." Advisors also described the practice of posing follow-up questions to the students, illustrating this with, "I would ask [the] student to explain what making it to the top meant to them?"

Another recurrent theme was the potential benefits of incorporating hyperlinks to pertinent resources when delivering recommendations or addressing student queries. This recommendation aligns with the broader sentiment advocating for an ongoing dialogue between advisors and students, thereby empowering students to make more informed decisions tailored to their individual circumstances.

These comments underscore the potential for a more complex specification of the advising problem and the related prompting strategy which could better augment human advising in the future.

6 Limitations

Our study demonstrates the potential for large language models (LLMs) to serve as intelligent assistants for academic advisors in higher education. However, there are important limitations and ethical considerations that warrant further discussion. While this research focuses on undeclared students at a four-year university, it does not address the needs of prospective transfer students at community colleges whose major choice is constrained by their intended destination school.

In evaluating the LLM’s performance, we opted to use advisor recommendations as the gold standard rather than students’ actual major selections. This choice allowed us to test the efficacy of using LLMs to influence advising (RQ3) rather than to influence the student’s end major declaration decision. This enabled a direct semantic assessment of the LLM’s output quality relative to human experts. However, studying the relationship between LLM recommendations, advisor recommendations, and student major selections remains an interesting direction for future work.

Semantic similarity was a key method used in evaluating the model’s responses which has limitations. First, semantic similarity scores lack interpretability, especially when they are not paired with a clear baseline. Additionally, semantic similarity ultimately relies on the underlying model used to encode the text. Even state-of-the-art models like the one used in this research, are insufficient to accurately perform semantic comparison in some instances.

Generative AI, even setting aside future advances in the field, has the potential to significantly augment human capabilities in a host of “knowledge work.” Several authors express concerns about how this will increase efficiency at the cost of many jobs [Li and Raymond 2023, Weidinger et al. 2021]. In this research, we sought to investigate AI as a tool for helping advisors. Overall, developing ethical and beneficial applications of LLMs in high-impact domains like education remains an open challenge requiring continued research and awareness of the importance of maintaining human connection and support in students’ educational experiences.
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Table 2: Major recommendations from advisors and LLMs for each student. Condition A saw the AI responses after providing their own recommendation, while condition B saw the AI response beforehand. The recommendation from GPT-4 demographic-blind (bolded) was shown to the advisor in the survey.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Advisor recommendation</th>
<th>GPT-4 demographic-blind</th>
<th>GPT-4 demographic-aware</th>
<th>GPT-3.5-16k matching 8k context demographic-blind</th>
<th>GPT-3.5-16k demographic-blind</th>
<th>GPT-3.5-16k demographic-aware</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Interdisciplinary Studies</td>
<td>Cognitive Science</td>
<td>Bioengineering</td>
<td>Bioengineering</td>
<td>Bioengineering</td>
<td>Bioengineering</td>
</tr>
<tr>
<td>A</td>
<td>Applied Mathematics</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
</tr>
<tr>
<td>A</td>
<td>Cognitive Science</td>
<td>Computer Science</td>
<td>Data Science</td>
<td>Applied Mathematics</td>
<td>Aerospace Engineering</td>
<td>Aerospace Engineering</td>
</tr>
<tr>
<td>A</td>
<td>Mathematics</td>
<td>Applied Mathematics</td>
<td>Mechanical Engineering</td>
<td>Mechanical Engineering</td>
<td>Data Science</td>
<td>Data Science</td>
</tr>
<tr>
<td>A</td>
<td>Data Science</td>
<td>Cognitive Science</td>
<td>Data Science</td>
<td>Applied Mathematics</td>
<td>Data Science</td>
<td>Data Science</td>
</tr>
<tr>
<td>A</td>
<td>Interdisciplinary Studies</td>
<td>English</td>
<td>Cognitive Science</td>
<td>Cognitive Science</td>
<td>Data Science</td>
<td>Data Science</td>
</tr>
<tr>
<td>A</td>
<td>Computer Science</td>
<td>Bioengineering</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
</tr>
<tr>
<td>A</td>
<td>Molecular Cell Biology</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
</tr>
<tr>
<td>A</td>
<td>Data Science</td>
<td>Astrophysics</td>
<td>Astrophysics</td>
<td>Astrophysics</td>
<td>Astrophysics</td>
<td>Astrophysics</td>
</tr>
<tr>
<td>A</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>English</td>
<td>English</td>
<td>English</td>
<td>English</td>
</tr>
<tr>
<td>A</td>
<td>Astrophysics</td>
<td>Astrophysics</td>
<td>Bioengineering</td>
<td>Bioengineering</td>
<td>Bioengineering</td>
<td>Bioengineering</td>
</tr>
<tr>
<td>B</td>
<td>Data Science</td>
<td>Data Science</td>
<td>Economics</td>
<td>Business Administration</td>
<td>Statistics</td>
<td>Statistics</td>
</tr>
<tr>
<td>B</td>
<td>Electrical Engineering</td>
<td>Computer Science</td>
<td>Data Science</td>
<td>Bioengineering</td>
<td>Data Science</td>
<td>Data Science</td>
</tr>
<tr>
<td>B</td>
<td>Computer Sciences and Business Administration</td>
<td>Environmental Economics Policy</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
</tr>
<tr>
<td>B</td>
<td>Legal Studies</td>
<td>Legal Studies</td>
<td>Applied Mathematics</td>
<td>Computer Science</td>
<td>Applied Mathematics</td>
<td>Computer Science</td>
</tr>
<tr>
<td>B</td>
<td>Engineering Math</td>
<td>Aerospace Engineering</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
</tr>
<tr>
<td>B</td>
<td>Statistics</td>
<td>Molecular Cell Biology</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
</tr>
<tr>
<td>B</td>
<td>Integrative Biology</td>
<td>Computer Science</td>
<td>Data Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
</tr>
<tr>
<td>B</td>
<td>Industrial Engineering and Operations Research</td>
<td>Bioengineering</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
<td>Computer Science</td>
</tr>
</tbody>
</table>
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7 Appendix

7.1 Survey

**Participant Demographics:** Among the 18 student participants, 9 were Freshmen and 9 were Sophomores. Of the 18 student participants, 6 were Caucasian, 6 were Asian, 3 were Black / African-American, 2 were mixed, and 1 was Hispanic / Latino. Of the 18 student participants, 13 participants were male, 4 were female, and 1 identified as "Other". 18 university advisors participated in the research. All responses from advisors and students were submitted anonymously.

**Filtering student responses:** In order to maintain anonymity for student respondents, university email authentication was not collected. Thus, we filtered out responses that were incoherent (e.g. meaningless form inputs or inputs that did not correspond to the questions), referencing non-university courses, or duplicates of previous responses. There were 60, 25, and 24 of these respectively.

7.2 Figures

Student survey questions:
1. What is your gender? (based on [Wang 2013])
2. What is your ethnicity? Select all that apply. (based on [Wang 2013])
3. Did at least one of your parents or guardians have a job in a science, technology, engineering, or math (STEM) field while you were growing up? (based on [Moakler and Kim 2014])
4. List 1-2 of your favorite classes (course ID and title) that you have taken and why they were your favorite.
5. List 1-2 of your least favorite classes (course ID and title) that you have taken and why they were your least favorite.
6. What are your personal interests and academic strengths?
7. What potential career paths are you considering after graduation?
8. What question(s) do you have for an advisor about major selection?

Figure 2: Student survey questions with citations (that were not presented to the students).

Advisor survey questions:
1. <Student background information>
2. Based on the student details above, recommend one major which is the best fit for the student.
3. Provide detailed reasoning for why the major <Selected major> is the best fit for the student.
4. Please answer the following questions from the same student: <Student questions>
5. <AI recommendation and reasoning>
6. Rate the helpfulness of the AI’s response to the student. (5-point Likert scale)
7. Please explain your rating of the AI’s response.
8. <AI answers to student questions>
9. Rate the helpfulness of the AI’s answers to the student’s questions. (5-point Likert scale)
10. Please explain your rating of the AI’s response.
11. If you have any other feedback or comments about the AI, please include them here.
12. Based on the student details above, recommend one major which is the best fit for the student.
13. Provide detailed reasoning for why that major is the best fit for the student.
14. Please answer the following questions from the same student: <Student questions>

Figure 3: Advisor survey questions. *Corresponds to Version A. Corresponds to Version B*