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● Accessed via WhatsApp
● Used in classrooms and at home
● Mostly in West Africa, esp. Ghana

What we found: Humans prefer LLM responses to students' conceptual math questions when 
created with retrieval-augmented generation and "just the right amount" of prompting guidance.

WhatsApp demo:
+1(202)982-4479
https://rori.ai

● Implemented a RAG system
● Asked GPT-3.5 student 

questions from Math Nation
● Retrieved textbook sections 

from OpenStax (prealgebra)
● Evaluated via survey
● Code & data available!

● Prompt guidance affects groundedness
● Raters preferred low guidance (n=144)
● Too much guidance is possible!
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github.com/DigitalHarborFoundation/rag-for-math-qa


