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Abstract

Teachers use a variety of in-classroom technological tools in day-to-day instruction.
The variety and complexity of operating these tools imposes a cognitive and
time-overload, that teachers would rather spend with students. Pedagogical tool
orchestration systems, based on generative AI, hold the promise of untethering
teachers by enabling simple language-based operation of tools. Graphs are an
essential tool in the classroom, allowing students to visualize and interact with
mathematical concepts. In this paper, we present an automated graphing system for
mathematical pedagogy. The system consists of an LLM and a mathematical solver
used in conjunction with a math graphing tool to produce accurate visualizations
from simple natural language commands. Our goal is to allow teachers to easily
invoke math graphing tools through natural language, which is not possible through
the use of a solver or an LLM alone. For benchmarking purposes, we create a
dataset of graphing problems based on Common Core standards. We also develop
an autoevaluator to easily evaluate the outputs of our system by comparing them to
ground-truth expressions. Our results demonstrate the potential of tool usage with
LLMs, as we show that incorporating a solver into the system results in significantly
improved performance.

1 Introduction

Generative AI has significant potential to simplify the tools available in the classroom, allowing
teachers to spend more time interacting with their students instead of their technology [2]. Our
approach to incorporating generative AI into classroom technologies concerns the combination of
large-language models (LLMs) and tool use. Recently, many frameworks have shown that connecting
LLMs with external tools leads to more accurate, consistent responses and allows them to perform
more difficult tasks [11], [10] [9], [13]. Through the use of tools, we can move towards an LLM
system with the simplicity and reliability necessary for classroom use.

Teachers have many technological tools available to them in the classroom, but the extensive variety
and complexity of these tools often makes it difficult to incorporate them into teaching. If tool-using is
easier for teachers, they are untethered from their tools and more able to teach. Automated tool-using
systems hold the promise of enabling language-controlled orchestration of pedagogical tools, reducing
the overhead on teachers. In this paper, we present an automated graphing system for mathematical
pedagogy. Graphs are an essential tool in the classroom, allowing students to visualize and interact
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with mathematical concepts [4]. Our automated graphing system takes in utterances, converts them to
mathematical expressions, and graphs them with the Desmos interface [3]. This simplifies the process
of creating graphs in the classroom, allowing teachers to more easily incorporate math visualization
techniques into their lessons without disrupting classroom flow.

Our contributions are:

• the design of a benchmark dataset of graphing problems based on Common Core standards
[7]

• an automated graphing system combining an LLM with a mathematical solver

• an autoevaluation pipeline to evaluate different versions of our system

• results demonstrating the LLM+Solver system performance against an LLM-only system

Incorporating a solver into an LLM system provides a foundation of accuracy, as LLMs alone are
incapable of reliably solving math problems. This allows the system to produce accurate graphs
even for difficult, multi-step problems requiring complex reasoning. Mathematical solvers such as
Wolfram Alpha [5] can provide accurate answers for many categories of problems, but they are not
capable of understanding all types of natural language. As a result, an LLM is necessary to phrase
queries to the solver based on the natural language instructions it is given. Our system also provides
detailed explanations to accompany graphs, as it is vital for students to thoroughly understand the
problem-solving process. By combining an LLM with an external tool, we produce an automated
graphing system with strong potential for educational use.

2 Dataset

The Common Core standards [7] are a set of national educational standards describing what students
are expected to know at each grade level, and they have been widely adopted in the United States.
Based on the math Common Core standards, we identify a set of learning objectives that teachers
use visualization tools to teach in the classroom. We use these categories as the basis of our dataset,
creating approximately 10 questions per category to evaluate our system on.

Table 1: Question categories based on Common Core standards

Standards

Construct Circles 7.G.B.4
Proportional Relationships 8.EE.B.5
Inequalities 7.EE.B.4
Lines 5.G.A.1, 5.G.A.2, 6.NS.C.8
Systems of Linear Equations 8.EE.C.8
Identify Zeros of Polynomials HSA-APR.B.3, HSF-IF.C.7
Systems of Linear and Quadratic Equations HSF-IF.C.7
Identify Intersections HSA-REI.C.6, HSA-REI.C.7
Linear Inequality Systems HSA-REI.D.12
Identify Extrema, Intercepts, and Asymptotes HSF-IF.C.7
Transform Graphs HSF-BF.B.3
Graph Tangents to Circles HSG-C.A.4

The categories included in our datasets and the style of utterances were refined through teacher
feedback. From these categories, we create two datasets; the first (referred to as the utterance-focused
dataset) is focused on use cases a teacher might want to have available in the classroom. The
utterances in this dataset are written as commands a teacher might say, as opposed to written-out
problems for a student to solve. The dataset is mainly comprised of simpler, single-step problems
that a teacher might use to demonstrate intermediate steps in the process of solving a problem.

Our other dataset (referred to as the textbook-focused dataset) is focused on multi-step, complicated
problems that require tool use to solve. The main topics in this dataset are a superset of those in the
teacher-focused dataset, but the problems are geared towards demonstrating the utility of tool use in
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LLMs. In contrast to the utterance-focused dataset, we include word problems. The problems in this
dataset are mainly taken from sources such as Khan Academy and IXL.

The datasets include a column for the problems and a column for the graph input associated with the
problem. As the system is meant to be used through natural language commands, we also included a
column with the utterance for the problem (e.g. “Graph y = 5x2 + 3” vs. “Graph y equals five x
squared plus three”). This column was automatically generated with GPT-4 [8] based on the original
problem column and manually checked over for accuracy. The utterance-focused dataset contains 76
questions across seven categories, and the textbook-focused dataset contains 164 questions across
fifteen categories.

Table 2: Example row from utterance-focused dataset

Processed Utterance Natural Language Utterance Graph Input

Reflect y = 5x - 4 across the y-axis Reflect y equals five x minus four across
the y-axis

y = -5x - 4

3 System

Figure 1: Overview of LLM+Solver automated graphing system

The system consists of three main components: the creation of the solver query, the generation
of a written explanation based on the solver’s output, and the generation of the Desmos graphing
expressions based on the solver’s output. In this paper, we use Wolfram Alpha as the solver and
GPT-4 as the LLM, but the main principles of the system can be broadly applied to other tools and
LLMs. We implemented this system in Python, using the OpenAI and Desmos APIs to create a
problem-solving interface.

For a given problem, we create the solver query by prompting the LLM with instructions and a series
of examples demonstrating how to write queries for certain math problems. These examples were
chosen by identifying problems the LLM consistently misunderstood. The LLM is also provided with
the spoken-utterance version of the problem and the calculator state. The calculator state contains the
equations that have previously been graphed in the graphing window, and passing this state allows
the system to incorporate this information into its problem-solving process. For the scope of this
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paper, we focus on single-turn utterances. Below is a truncated version of the prompt used to create
the Wolfram Alpha query:

Write a Wolfram Alpha query that can be used to solve the problem. The main
purpose of the task is to find the numerical answer to the problem, not to graph the
problem. When writing a query for a word problem, only include the necessary
equation to solve the problem. Ensure that the query is acceptable by the Wolfram
Alpha engine.
For example, if you are asked:
Graph y = 6x2 + 4 and find the local maxima and minima.
Calculator state: []
You generate:
Find the local maxima and minima of y = 6x2 + 4

Once the query has been generated, we input it to our solver. Wolfram Alpha provides a set of pods
for each query, with each pod containing a different category of information related to the query.
Wolfram Alpha also provides step-by-step solutions for some problems. From these results, we extract
the solution (generally the second pod, after the “Input Interpretation” pod) and the step-by-step
solution if it is present.

To generate an explanation of the problem, we prompt the LLM with a zero-shot instruction. Along
with the prompt, we provide the natural language utterance version of the problem, the calculator
state, the numerical solution as given by the solver, and the solver’s step-by-step solution, if it is
present.

In the cases where Wolfram Alpha provides a step-by-step solution, the LLM only has to expand
upon this solution by providing more detail and explaining the reasoning behind the steps. When
there is no step-by-step solution given, it must write its own explanation from scratch based on the
problem and numerical solution.

In order to generate the Desmos graphing expressions, we prompt the LLM with instructions and
a set of examples. In the prompt, we ask for a chain-of-thought, which helps to generate more
accurate expressions. Chain-of-thought prompting has been shown to improve the accuracy of LLMs’
reasoning, especially with regards to math problems.[12][1] As with the explanation prompt, we
also provide the natural language utterance version of the problem, the calculator state, the solver’s
numerical solution, and the solver’s step-by-step solution, if there is one. The large number of
examples in the prompt helps guide the LLM towards producing valid Desmos expressions. The
provided examples were created by identifying common points of failure, and writing problems that
demonstrate how to accurately deal with these issues.

4 Evaluation

4.1 Autoevaluation

Traditional evaluation metrics for text similarity fail for comparing mathematical statements due to
the precise nature of math statements. Consider the statement 5=2+3. Lexical similarity metrics, such
as Jaccard distance, would consider the statement 5=2+4 more similar than 5=4+1 since the former
statements shares more words in common than the latter. Furthermore, many existing similarity
metrics do not recognize common mathematical symbols as tokens and thus cannot be converted
into a numerical representation. Similarly, directly examining the visual graph output through a
multimodal approach is unlikely to be precise enough for our purposes. Although ChatGPT may be
able to evaluate equivalence for simple expressions, its judgement becomes inconsistent for more
complex expressions. As a result, evaluating the equations output by the automated graphing system
at a large scale is nontrivial.

Due to these limiting factors, we create a new autoevaluation pipeline that can precisely compare
two mathematical statements. We use the computer algebra system SymPy [6] to evaluate the
mathematical equations output by the LLM in our LLM+Solver system when responding to given
questions. In order to compare two equations, we use SymPy to isolate a variable and compare the
resulting expressions on the other side of the equality.
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Although this approach leads to accurate checking of math statements, an issue is that SymPy cannot
parse poorly formatted equations, which the LLM in the LLM+Solver system may produce. To
combat this, we use an LLM as a backup in the autoevaluation process, where if SymPy cannot parse
an equation, it will let the LLM compare the two math statements and output a result.

We construct a set of ground truth evaluations by running all the questions in our datasets through the
LLM-only system, and manually evaluating if the system’s output matches the correct answer. This
manually-benchmarked dataset allows us to run different versions of the autoevaluator on the dataset
and check how its evaluations compare to our manually-written evaluations.

The simpler version of our autoevaluator only uses an LLM to compare two equations. Using GPT-4
as the LLM, we compare the results of LLM-only and LLM+SymPy autoevaluators on the entirety of
our utterance-focused and textbook-focused datasets. In the table below, we display the dataset-wide
results as well as the results for selected categories.

Table 3: Accuracy of LLM-only autoevaluator and LLM+SymPy autoevaluator as compared to
manual evaluations

Utterance-
Focused
Dataset

Textbook-
Focused
Dataset

Systems of Linear
Equations

Graph Inverse
Functions

Graph Lines

LLM-Only 77% 76% 50% 40% 92%
LLM+SymPy 86% 88% 100% 80% 85%

The addition of SymPy to the autoevaluation pipeline increases the accuracy of evaluations sig-
nificantly on almost all categories, especially in Systems of Linear Equations. In general, the
LLM+SymPy autoevaluator performs better than the LLM-only autoevaluator on problems that are
well-structured but computationally difficult. These problems are easily interpretable and can be
solved by SymPy, as it can easily handle complex algebraic manipulations. However, an LLM-only
approach would likely make mistakes performing algebra.

We see a drop in performance for a few categories, such as Graph Lines. This decrease in accuracy
is generally due to SymPy and the LLM both misunderstanding the formatting of the equation. An
important point to note is that the LLM+SymPy autoevaluator almost never marks incorrect answers
as correct. As a result, we can trust that nearly all the responses it marked as being correct are actually
correct, and manually check if the responses it marked as being wrong are in fact wrong.

4.2 Results

In order to evaluate the LLM+Solver system, we run the autoevaluator and manually assess all
of the outputs the autoevaluator marks as being incorrect. The autoevaluator greatly reduces the
manual-assessment burden as we only have to look over a small subset of the total outputs, but this
does introduce a bias as we do not double-check the entire dataset. However, false negatives (the
autoevaluator determining a generated expression is equivalent to the ground-truth expression when
they are actually inequivalent) are very rare as SymPy will only mark expressions equivalent if they
are genuinely equivalent, and GPT-4 rarely marks inequivalent expressions as being equivalent. False
positives are somewhat common, leading to the necessity of manual checking. Across both datasets,
the autoevaluator marked 46% of problems as being incorrect. After manual evaluation, we found
that the false positive rate was 48%. There were no false negatives.

We compare the performance of the LLM+Solver system to the results of the LLM-only system.
The LLM-only system consists of directly prompting an LLM with instructions to write Desmos
expressions and examples, while also providing the natural language utterance problem and the
calculator state. This prompt is very similar to the prompt used in the LLM+Solver system, but with
different examples as both systems have differing inputs. Although the framework of the system
can be applied to LLMs and solvers broadly, in this paper we evaluate using GPT-4 as the LLM and
Wolfram Alpha as the solver. Below are the results for the LLM-only system and the LLM+Solver
systems:
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Table 4: Accuracy of LLM-only and LLM+Solver models

LLM-only LLM+Solver

Utterance-Focused Dataset 63% 85%
Textbook-Focused Dataset 55% 75%

Table 5: Accuracy of individual categories in utterance-focused dataset

LLM-only LLM+Solver

Graph Circles 92% 100%
Transform Shapes 64% 73%
Intersections of Lines 20% 100%
Graph Lines 92% 100%
Local Minima and Maxima 60% 90%
X Intercepts, Y Intercepts 50% 80%

Table 6: Accuracy of individual categories in textbook-focused dataset

LLM-only LLM+Solver

Proportional Relationships 100% 100%
Linear Inequality Systems 50% 0%
Graph Inequalities 70% 50%
Graph Lines 84% 93%
Graph Polynomials + Identify Zeros 50% 80%
Systems of Linear + Quadratic Equations 0% 85%
Graph Circles 100% 100%
Transformations of Functions 91% 91%
Graph Inverse Functions 100% 100%
Tangents to Parabolas 0% 0%
Tangents to Circles 15% 77%
Local Minima and Maxima 10% 100%
Linear and Nonlinear Functions 50% 60%
Systems of Linear Equations 20% 90%
Rigid Transformations + Dilations 50% 90%

The addition of the solver results in a significant performance increase on both the utterance-focused
and textbook-focused datasets. The greatest performance increase occurs in categories such as Local
Minima and Maxima, X and Y intercepts, Intersections of Lines, and Tangents to Circles. These
problems require complex calculations which are difficult for GPT-4 to carry out by itself, meaning
that GPT-4 will frequently get them wrong. However, it is very easy to write a Wolfram Alpha query
to solve these problems. As a result, the LLM+Solver system shows strong improvement over the
LLM-only system for these categories.

The LLM-only system struggles the most in problems that require complicated reasoning and
calculations to solve, such as the categories Tangents to Parabolas and Systems of Linear + Quadratic
Equations. It tends to fail either by solving the problem with an incorrect method or executing
calculations incorrectly. It succeeds in categories that require minimal reasoning and mathematical
calculations, such as Proportional Relationships and Graph Inverse Functions.

For many categories, the performance of the LLM-only system was strong to begin with, such as
Circles, Proportional Relationships, and Graph Lines. These categories contain simple problems with
little mathematical calculation, so GPT-4 is able to succeed at these problems without the help of a
solver. There are some categories for which there are no Wolfram Alpha queries that can be used to
solve the problem, such as Transform Shapes and Transformations on Functions. These categories
do not show much change in the performance of both systems, as Wolfram Alpha cannot be used to
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provide answers for these categories. Incorporation of a more powerful tool, such as Python, could
allow the system to successfully solve these problems.

We see a decrease in performance in the two categories dealing with inequalities. While the
LLM+Solver system outputs functionally correct inequalities, it formats inequality signs in a manner
that could not be accepted by Desmos, resulting in invalid graphs. This could be addressed with an
extra instruction in the prompt explaining how to format inequalities. We also see poor performance
in the Tangents to Parabolas category. In the case of questions asking for tangents through a point
not on the parabola, Wolfram Alpha provides a correct result, but the accompanying step-by-step
solution contains the answer to a different problem. As a result, the LLM+Solver system returns the
incorrect answer. This issue has a more difficult solution, possibly requiring us to classify inputted
problems and remove Wolfram’s step-by-step solution in these cases.

5 Discussion

Overall, the results of this paper highlight the potential of tool use in combination with LLMs. By
incorporating a solver into our LLM-based system, we were able to produce an automated graphing
system with significantly higher accuracy. Through the design and development of an LLM+Solver
system, a benchmark dataset based on Common Core, and an autoevaluation pipeline, we created an
effective automated graphing system and the means to easily evaluate future iterations. The system
has strong performance, and for many categories of problems it can consistently produce accurate
outputs.

While the system is not yet fully reliable, there are many directions we could take in the future to
improve it. For example, we could develop a classifier to distinguish between problem types, and
make adjustments to the system for the individual problem categories. This individualized approach
could improve accuracy for some categories as compared to our current, one-size-fits-all system.
We also plan to evaluate our system using an open-source LLM instead of GPT-4, and make use of
fine-tuning to improve the end-to-end latency of the system.
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