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USER INTERFACE

INTELLIGENT TUTORING SYSTEMS

New type of automated and domain-independent intelligent tutoring system

• Generates tutoring workflow automatically around existing content

• Enables free-form conversational tutoring in learning-by-teaching format

• Features two LLM-based agents with the roles of student and professor

• Uses Expectation Misconception Tailoring (EMT) to structure dialogs

Learning software that provides personalized and adaptive instruction

• Content development is major obstacle to widespread adoption

 -> Authoring 1 hour of content takes experts 10s to 100s of hours

• Workflow is structured into two loops

• Outer Loop: Learning activity sequencing

• Inner Loop: Feedback and assistance during activity

SYSTEM ARCHITECTURE

Employ GPT-4 for tutoring script generation and orchestration

  
Learning-by-teaching workflow:
 

Student agent: Asks user to teach the material; Guides conversation to cover 
all questions and expectations in the tutoring script
 

Professor agent: Provides feedback on user’s teaching; Provides hints in 
response to help requests; Prompts user to correct incorrect explanations

SYSTEM EVALUATION

Online user study (N = 100) with 4 conditions:

• Reading: Receives lesson text (same in all conditions)

• Teacher Q/A: Simple chatbot with Human written questions/answers

• Feedback: Correctness of user response + Sample solution

• LLM Q/A: Simple chatbot with GPT-4 generated questions/answers

• Ruffle&Riley: Full system (EMT + Learning-by-Teaching)

Multiple-choice Post-test

Learning Experience Survey

FUTURE WORK

• Extend system evaluation

• Evaluate learning outcomes with deep understanding questions

• Evaluate effects on knowledge retention

• Refine learning workflow

• Chatbot users focused on the question content

• Let users review content before teaching student agent

• Add human-in-the-loop capabilities (e.g., to revise tutoring scripts)

• Perform in-depth evaluation of conversation properties

• How does explanation quality relate to post-test performance?

• Are there questions or parts of the lesson text that cause confusion?

Misconception Correction

On Demand Assistance

Intelligent Feedback Free-form Dialog Pre-existing Textbook Content

Source material: OpenStax, Biology 2e
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