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Abstract

Generative Artificial Intelligence (GAI) can be seen as a double-edged weapon in education. Indeed, it may provide personalized, interactive and empowering pedagogical sequences that could favor students’ intrinsic motivation, active engagement and help them have more control over their learning. But at the same time, other GAI properties such as the lack of uncertainty signalling even in cases of failure (particularly with Large Language Models (LLMs)) could lead to opposite effects, e.g. over-estimation of one’s own competencies, passiveness, loss of curious and critical-thinking sense, etc.

These negative effects are due in particular to the lack of a pedagogical stance in these models’ behaviors. Indeed, as opposed to standard pedagogical activities, GAI systems are often designed to answers users’ inquiries easily and conveniently, without asking them to make an effort, and without focusing on their learning process and/or outcomes.

This article starts by outlining some of these opportunities and challenges surrounding the use of GAI in education, with a focus on the effects on students’ active learning strategies and related metacognitive skills. Then, we present a framework for introducing pedagogical transparency in GAI-based educational applications. This framework presents 1) training methods to include pedagogical principles in the models, 2) methods to ensure controlled and pedagogically-relevant interactions when designing activities with GAI and 3) educational methods enabling students to acquire the relevant skills to properly benefit from the use of GAI in their learning activities (meta-cognitive skills, GAI literacy).

1 Introduction

The rise of generative artificial intelligence (GAI) represents an unprecedented opportunity for dealing with the multiple challenges facing the educational field today. Indeed, in a context where students are having more and more diverse needs, and educational establishments suffering from more and more teachers shortages, GAI can play a crucial role. One of the most straightforward implications is using LLMs to help educators create pedagogical content, personalized learning sequences and feedback, attractive and collaborative interactions \cite{21}, etc. Beyond helping teachers be more efficient, these new opportunities can also facilitate students’ intrinsic motivation and active engagement during learning \cite{19}. This is indeed a strong argument in favour of using LLMs in education since such factors are shown to be fundamental for an efficient and enjoyable learning experience \cite{10,14,24}.

But although these seem as undeniable advantages, it is important to remember one of the core features of LLMs: they are designed to carry out users’ instructions without the need -or with a minimal need- for a specific context \cite{11,41,39}. This property, the forte of LLMs, needs to be taken...
with a lot of caution in education. Indeed, in order to be efficient learners, it is very well documented that students need to be able to frame informative and precise inquiries \[31\] and receive answers accordingly. In other words, in order for these models to be efficient learning companions, they should push students towards being active and in control of their learning by delivering information following specific pedagogical considerations (format, content, structure, etc). However, LLMs today are still lacking these considerations. For example, Macina et al. \[27\] highlight the fact that, even when giving accurate answers in mathematics problems, these solutions are given very quickly by the LLM (ChatGPT), which doesn’t give the opportunity for students to think, adapt, etc. And although using training techniques such as Reinforcement Learning from Human feedback (RLHF) can help move forward towards this goal, this method still presents several limitations mainly due to the absence of pedagogical stance in humans’ feedback, the quality of their feedback (errors, wrong intentions, biases, etc), differences in the points of view between different evaluators, etc \[12\]. This can also be seen as a part of a more general challenge with LLMs which is their high controllability (i.e. the possibility to easily condition and sway their outputs towards a wanted behavior). This could be particularly risky in education as it means that, intentionally or not, students can make LLMs behave in opposite directions of pedagogical goals and methods, very easily. For example, research such as \[32, 16, 23\] highlights the idea that LLMs may be viewed as ‘agents’ having ‘ideas’, ‘positions’, or ‘ethical values’ is misleading. This makes it unclear whether the current training approaches can align LLMs’ behaviors with specific pedagogical policies and goals.

If such challenges are not addressed when designing GAI-based pedagogical activities, they can be conducive to poor states of learning awareness (i.e. inability to understand and control the learning process), which is an important asset to favor motivation, activeness and to fully benefit from the learning activity. Several levels can be considered to face these challenges. First, on the training level: by grounding pedagogical methods and goals through the specific training data, alignment, etc. Second, on the application/implementation level: by making informed decisions about how to use GAI to implement sufficient pedagogical activities (e.g. types of interactions allowed, controllability level allowed, etc). And third, on the usage level: by helping students develop the relevant skills that could help them be aware of and overcomes the challenges of using GAI. These levels are summarized in Figure \[1\].

In this context, the current article proposes to start by over-viewing the opportunities and challenges that surround students’ use of GAI during learning. In doing so, we focus on LLMs and their effects on active learning strategies and on predictors of learning such as critical thinking, metacognition, etc. Once laid out, we try to discuss some possibilities to face these challenges on the usage level, from an educational psychology point of view: how could we prepare students, especially the younger ones, to have informed and efficient use of such tools during learning? We focus on the role of metacognitive training and GAI literacy.

This work tries to suggest future research tracks that need to be explored in order to prepare for a safer and more efficient use of GAI in education. By doing so, it calls for joint effort from actors in the AI community, educational psychology research, educators and EdTech designers.

2 How can the use of GAI affect students’ active learning?

Adopting active learning strategies refers to a student’s ability to stay engaged during learning by exploring the environment and ‘working’ for information rather than receiving it passively. This includes exhibiting curiosity, epistemic vigilance and critical thinking, metacognitive self-regulation, etc.

Immediately, we can think of several GAI properties that could have positive or negative effects on such dimensions. We discuss these properties in the next paragraphs.

2.1 Opportunities for active learning

One of the most straightforward applications of GAI —and particularly LLMs— in education, is the idea of taking advantage of their strong linguistic abilities to implement incentive interactions that can push students towards adopting more active learning strategies \[21\]. This can be done by designing specific interactions to trigger deeper and higher-level thinking capabilities. Some previous work has indeed showed some promising results concerning such applications. For example, work in \[2\]...
Figure 1: Life-cycle of LLMs usage in educational applications and opportunities for alignment with pedagogical goals.

showed that GPT-3 can be efficient in prompting students’ curiosity during reading-comprehension tasks. It helped them ask deeper-thinking and more divergent questions by proposing hints that help them identify their own uncertainties. Moreover, LLMs could constitute a strong tool to improve critical thinking skills. Indeed, such skills are shown to be supported by adding opportunities for dialogue during learning, exposure to authentic or situated problems/examples, etc [4]. All of these strategies could be much more easily implemented in the classroom by using LLMs, given their interactive and properties and access to huge amounts of scenarios and examples. Furthermore, LLMs can also facilitate the implementation of educational activities where children play active role, such as collaborators or teachers. Such roles can help them gain evaluative and monitoring metacognitive skills since they need to have a deep understanding about a given knowledge component in order to be able to teach it and/or use it to communicate with peers [26].

On another hand, one strong advantage of LLMs is their ability to introduce personalized pedagogical guidance during learning [8, 40]. This could have several functions: informative feedback to assess the student’s cognitive performance, metacognitive prompting to propose useful learning strategies to adopt, etc. Implementing such behaviors could be of a great benefit for students, both on the cognitive and metacognitive levels, as it could help them have the relevant information to 1) make accurate mental models of the pedagogical concepts at hand. And 2) to auto-regulate their learning and be more efficient in their strategies to reach their goals.

Overall, LLMs can present several important opportunities to be efficient learning companions. However, it is clear that in order to reach these opportunities, careful design work needs to be done in order to implement specific and complex interactions that could bypass the inherent lack of pedagogical stance in these models’ behaviors. But what about allowing uncontrolled, spontaneous interactions?
2.2 Challenges for active learning

2.3 GAI challenges the ability to work for information

One of the very relevant challenges of allowing uncontrolled interactions with LLMs is the risk of students becoming overly-relying on receiving information with minimal-to-none effort, and believing that solving any type of problem can be easily accessible without the need for any specific previous knowledge [21]. This could lead to passiveness and undermine the intrinsic motivation to conduct investigations and active information-search. Furthermore, this apparent convenience and facility to obtain information with LLMs could lead to a negative learning control [9, 6], meaning that students could start linking cognitive success with these powerful tools (LLMs), rather than with active learning strategies such as question-asking, exploration, etc. These are indeed crucial points to consider given their significant links with learning outcomes [15, 31].

2.4 GAI challenges the development of critical thinking self-reflective behaviors

Another LLMs’ property that could lead to the loss of learning control is the lack of uncertainty signalling and the continuous confidence they exhibit even in cases of failure. This behavior means that students are not given the opportunity to judge in depth the quality of the information delivered by the model. This could result in two major problems:

1. **An over-dimensioned representation of the knowledgeability of LLMs.** This can lead to systematically accepting their behaviors without much analytic or critical thinking [22]. It is particularly sensitive in education since evidence shows that individuals tend to track the knowledgeability of agents and use this signal to form their own beliefs and information-search behaviors [34, 17, 30]. This means that, when mis-representing an agent’s knowledgeability, individuals can form wrong and/or biased mental models of the knowledge component at hand. Once transferred to them, these misinformation, biases, etc cannot be easily corrected [36].

2. **An over-estimation of students’ own knowledge.** The stream of affirmation during interactions with LLMs means that students will have very little chance to reflect on their knowledge states and analyze their progress, strengths and weaknesses for the task. Having an over-estimation of one’s own competencies is one of the first brakes that can keep individuals from engaging in exploratory and active information-search behaviors [26].

These are major and realistic challenges given that LLMs are subject to several failures in their behaviors, such as unsubstantiated content, hallucinations, incomplete information, ambiguity, cognitive and/or social biases, etc [13, 20]. In this line, empirical studies such as [13] show indeed that even university students fail to detect failures in ChatGPT’s answers and tended to use them in exams without analyzing/correcting them. Furthermore, work in [13] shows that LLM-generated misinformation can be harder to detect for humans, compared to human-generated misinformation. This suggests that LLMs can potentially cause more harm and expose students to adopting more wrong/biased information compared to standard learning settings.

We believe that all of these challenges we raise, and more, are essentially coming from one higher-level barrier: as opposed to the primary objectives of standard pedagogical activities, LLMs are not designed—and do not behave in a way—to carry out pedagogical goals and support users’ learning. Even with training methods such as RLHF that are put in place to align LLMs with human goals, it is still not clear what is the pedagogical intent (if any) behind the training of these models. Indeed, RLHF involves human evaluators who can be of various backgrounds, opinions, goals and expertise.

3 How can we promote active learning in a GAI era?

As we mention in the introduction and illustrate in Figure 1, facing active learning-related challenges can be initiated by different actors and on different levels:

- **Role of the AI community on the training level:** consists of refining the training policies and content of the models, in order to achieve a pedagogical methods/goals-grounding. Concretely, this could be done by training the model on more educational and learning principles data, recruiting teachers as annotators during the RLHF process, etc.
• **Role of educators/ EdTech designers on the application/ implementation level:** consists of making informed decisions when using LLMs to design educational activities (e.g. by ensuring enough control, pedagogically-oriented interactions, etc).

• **Role of researchers on the usage level:** consists of preparing children to be aware of GAI’s challenges and be able to use it in an informed and positive way. It relies on supporting them to develop the relevant knowledge and skills that could help them stay active and critical when using this particular technology.

In this next section, we focus on the third point, i.e. the usage level. We argue that in order to stay active and on control of their learning while using GAI, students should be able to understand the latter’s behaviors rationale and have strong metacognitive skills.

### 3.1 Role of GAI literacy

As already discussed, one of the biggest challenges of using GAI is the misleading over-hype around its agency and knowledgeability. To have a more realistic representation of these tools, we think that it is important for students to see their real potential, strengths and weaknesses and understand the motivation and rationale behind their design. For example, explaining that these models rely heavily on statistical methods to predict their next behaviors, can help students see the difference with how biological brains work [11]. At its turn, this can help have a more accurate representation of these models’ power: they are likely to show several problems related to cognitive reasoning, senses of the physical world, logic, etc that are difficult for users to disentangle [20].

We also think that it is important to raise students’ attention to the different failures that GAI —and LLMs specifically— can generate. Indeed, problems such as outdated information, unsubstantiated content, incomplete information, lack of context, complete fabrication,... can easily occur when interacting with LLMs [13, 29]. Furthermore, students need also to be aware of the existence of cognitive and/or social bias in these models’ behaviors [12] that can emerge from the initial training datasets, the human annotators implicated in the RLHF process, etc [7]. Understanding such specific limitations can push students to be more cautious, analytic and critic of GAI’s behaviors and therefore, to think deeper before adopting them. Such explanations can take the form of a series of educational videos for example. Several contents introducing GAI to the general public are currently being developed [37] and can be adapted to students’ levels.

On another hand, it is important to remember that the ability to conduct efficient information-search strategies in rich online environments depends on students’ ability to form specific and goal-directed inquiries [33]. In GAI environments, this translates to the importance of using specific and clear prompting strategies. For example, work in [38] shows that Chain-Of-Thought prompting leads LLMs to a better performance in complex reasoning tasks. For this reason, we think that teaching students efficient prompting strategies is important, not only because it can enhance GAI’s behaviors, but also because it can help students understand their tasks better. Indeed, an efficient prompting process requires individuals to think about how to explain the task well and introduce its context clearly to the system, decompose it into several steps if necessary, specify the nature of outcome that is wanted, etc. This means that teaching the good strategies of interacting with GAI can also lead to better metacognitive states and awareness about the learning process and goals.

Finally, we think it is also very relevant to propose such trainings to teachers and the educational designers/ developers in order to help them have clearer views about the potential of GAI and how to use it appropriately in order to implement efficient pedagogical activities that can support students’ active and meaningful learning.

### 3.2 Role of metacognitive training

Although very important, GAI literacy may not be sufficient for nurturing an informed use of these systems in education. For example, work in [35] shows that interventions targeting prompting strategies led to enhanced states of trust in the system by students. Although this can be seen as a positive result, it can also mean that students are systematically trusting the system’s behaviors as long as they’re using the prompting strategies they learnt are ‘correct’. This could lead to the same challenges we pointed above, i.e. over-reliance on GAI, loss of critical/ analytic instincts, etc.
To face this, we think that GAI literacy should be coupled with the training of higher-level skills such as metacognition, critical-thinking or intellectual vigilance, that are key components to active control during learning [25]. Indeed, metacognition is argued to be crucial to engage in active knowledge-acquisition behaviors: Loewenstein [26] explains that curiosity-driven information-search is primarily motivated by the individual’s ability to detect a knowledge gap in their own knowledge. This step mobilizes the metacognitive ability to evaluate one’s own knowledge and decide about the next relevant cognitive behaviors to adopt. This means that if we want students to be more at ease with asking further information when they feel surprised or/and uncertain about GAI’s behavior, supporting them to develop evaluative metacognitive skills can be an efficient strategy. Indeed, preliminary work in [3] shows that training specific metacognitive skills resulted in more epistemic curiosity behaviors in 9-to-11 yo children.

Moreover, critical thinking skills also depend on metacognition as they require the individual to be able to pursue their goals through self-directed search and interrogation of knowledge, link the information they find with their prior knowledge, hypotheses, etc [28]. Thus, it becomes imperative to introduce students to these skills, enabling them to discern the need for corroborative evidence, both supporting and challenging GAI-generated information, prior to acceptance. Such behaviors can help students maintain a purposeful learning trajectory when using GAI for resolving specific cognitive tasks.

It is to be noted that several studies have shown that metacognition can be trained using specific methods and prompting approaches such as inciting self-reflection, evaluating newly-acquired information, etc. [1][3][5]. However, to the best of our knowledge, no studies have begun exploring applying such metacognitive-prompting approaches in GAI learning environments where interactions are more complex and challenging. For this reason we think that it is important to work on adapting these approaches to the properties and challenges of GAI and design new interventions.

4 Conclusion

Generative AI presents huge opportunities for enhancing the teaching and learning experiences and outcomes. It has the potential to address several challenges facing the educational sector today, from teachers’ shortages to taking charge of individual differences in students. However, using these systems in the classrooms still raises a lot of questions, especially concerning the lack of pedagogical intentions in these systems, which can lead to interactions that foster passiveness and loss of learning control.

With this paper, we try to lay out some of the opportunities and challenges associated with using GAI in the classroom, with a focus on how it may impact student’s active learning strategies and metacognition. From there, we discuss the roles of the different stakeholders in facing these challenges, from the AI community, to educational psychologists and educators. This joint effort can indeed lead to having more pedagogically-balanced GAI and better-skilled students that can use these tools to learn in an active and responsible way.
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