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Key Ideas
• Leverage the general knowledge of pre-

trained Language Models (LMs) for accurate 
early forecasting of college STEM 
performance with limited data (N=48).

• Contextualize and personalize LMs to 
improve performance forecasting.

Hypotheses
• Personalization: Distal factors correlate 

with academic trajectory, serving as a useful 
prior for LMs.

• Contextualization: Proximal non-cognitive 
factors being correlated with trajectory can 
capture subtle variations in performance.

Conclusion 
• Personalization and 

contextualization significantly 
improve LM’s forecasting capability.

• LM’s general knowledge acts as an 
effective prior for learning nuanced 
patterns from the trajectory data.

• Larger LMs are the most performant.

Research Questions
• RQ1: Is the natural language generation approach 

more effective than numeric feature-based models in 
early forecasting of academic performance?

• RQ2: Do personalization and contextualization 
improve the LM’s early forecasting efficacy?

• RQ3: How does the LM capacity (number of 
parameters) influence its forecasting performance?
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